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Topic/Research Area
- Numerous NLP applications use word 

embeddings/vectors.
- Reports have shown gender biases in word 

embeddings in English and they have 
caused deteriorated effects on downstream 
tasks like sentiment analysis.

- This project aims to extend bias analysis and 
mitigation methods to other languages as 
well as bilingual Word Embeddings.

Research Method
- Define two directions: semantic gender and 

grammatical gender to quantify bias using 
Linear Discriminative Analysis (LDA).

- Propose two methods to mitigate gender 
bias in languages with grammatical gender 
and bilingual word embeddings..

- Evaluate on two metrics to quantify the 
gender bias and other metrics to test the 
utility of the embeddings

Findings/Future Work
- Found that gender bias indeed exists in other 

languages and bilingual embeddings.
- The defined gender directions are able to 

capture the two types of gender information.
- Evaluation results show that proposed methods 

can effectively mitigate gender bias while 
preserving the utility of the embeddings. 

- Future work can focus on bias analysis for 
gender-agnostic languages like Turkish.

Ideas
- Analysis of bias in English word embeddings 

cannot be applied to languages with 
grammatical gender such as Spanish.

- Propose new definitions and mitigation 
approaches of gender bias in languages with 
grammatical gender.

- Also naturally extend to bilingual case.
- Help NLP applications produce less biased 

results by making the embeddings fairer.



Background: Bias in Word Embeddings



Novelty: Languages with Grammatical Gender



Projections of Spanish and English Occupation Words on 
Semantic Gender Direction

Debias



Cross-Lingual Analogy Tests

hospital - doctor = hospital - ____     reliable - engineer = fiable - ____

(debiased)    (debiased)



Quantitative Evaluation



1. Research paper already accepted at workshops at top conferences: ICML 
AI for Social Good and ACL Student Research Workshop and I will be 
presenting our paper in June and July.

2. Submitted an extended version to EMNLP 2019 (top tier NLP conference).
3. Data and code will be released on Github.

Final Deliverables



Thanks for your time


