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Abstract

Word embeddings have been shown to con-
tain gender bias that is inherited from their
training corpora. However, existing work fo-
cuses on quantifying and mitigating such bias
in English, and the analysis cannot be directly
applied in language with grammatical gender,
such as Spanish. In this paper, we propose
new definitions of gender bias for languages
with grammatical gender and apply bilingual
word embeddings to analyze and mitigate the
bias. Experimental results on cross-lingual
analogy test and Word Embedding Association
Test show that the proposed methods can ef-
fectively mitigate the multifaceted gender bias.

1 Introduction

Although word embeddings (Mikolov et al., 2013;
Pennington et al., 2014) are widely used in many
NLP tasks, recent work has shown that such em-
beddings derived from text corpora reflect gender
biases in society (Bolukbasi et al., 2016; Caliskan
et al., 2017) and cause deteriorated effects in
downstream tasks (Zhao et al., 2018a; Font and
Costa-jussà, 2019). Hence, extensive efforts have
been put to mitigate the bias in word embed-
dings (Bolukbasi et al., 2016; Zhao et al., 2018b).

Previous work focuses on gender bias in En-
glish (EN) word embeddings. However, these
methods for measuring and mitigating bias in En-
glish are not able to address gender bias in lan-
guages that contain grammatical gender1, where
all nouns are assigned a gender class and the corre-
sponding dependent articles, adjectives, and verbs
must agree in gender with the noun (e.g. in Span-
ish: la buena enfermera–the good female nurse,

1Grammatical gender is a complicated linguistic reality.
Many languages contain more than two gender classes. In
this paper, we focus on languages with masculine and femi-
nine classes. For gender in semantics, we follow the literature
and address only binary gender.

el buen enfermero–the good male nurse) (Corbett,
1991, 2006). Most existing approaches define bias
in word embeddings based on the projection of a
word on a gender direction (e.g. “nurse” in En-
glish is biased because its projection on the gender
direction inclines towards female but there is no
gender information in its definition). When gram-
matical gender exists, such bias definition is prob-
lematic as masculine and feminine words natu-
rally contain gender information from morpholog-
ical agreement, e.g. the definitions of “enfermero”
(male nurse) and “enfermera” (female nurse) are
gendered, but this should not be considered as a
stereotype.

However, gender bias in the embeddings of
languages with grammatical gender indeed ex-
ists. When we align bias-mitigated English em-
beddings with Spanish (ES) embeddings, the word
“lawyer” is closer to “abogado” (male lawyer)
than “abogada” (female lawyer). This observa-
tion implies a discrepancy in semantics between
the masculine and feminine forms of the same oc-
cupation in Spanish word embeddings. A similar
discrepancy is also found in French (FR) word em-
beddings.

In this paper, we refer to languages with gram-
matical gender as gendered languages and lan-
guages that does not mark grammatical gender as
genderless languages. We use Spanish as a run-
ning example and propose new methods for quan-
tifying bias in word embeddings of gendered lan-
guages and bilingual word embeddings that align a
gendered language with a genderless language like
English2. We first define gender bias in the word
embedding of gendered languages by constructing
two gender directions: the semantic gender direc-

2Although English has distinct male and female pro-
nouns, it has no distinction of grammatical gender for
most nouns. https://en.wikipedia.org/wiki/
Genderless_language

https://en.wikipedia.org/wiki/Genderless_language
https://en.wikipedia.org/wiki/Genderless_language


tion and the grammatical gender direction. We
then analyze gender bias in bilingual embeddings
using similar approaches.

To mitigate gender bias in these embeddings,
we propose two approaches. One is shifting words
along the semantic gender direction with respect to
an anchor point and the other is mitigating English
first and then aligning the embedding spaces. Re-
sults show that a hybrid of the two approaches is
able to effectively mitigate bias in Spanish word
embeddings as well as EN-ES bilingual word em-
beddings.

We summarize our contributions as below. (1)
We show that word embeddings of gendered lan-
guages such as Spanish and French contain gender
bias and bilingual word embeddings aligning these
languages to a genderless language like English
also inherit the bias. (2) Based on our observa-
tion, we propose new definitions of gender bias by
constructing two gender directions as those for En-
glish word embeddings fail to adopt to gendered
languages directly. (3) We propose new metrics
to evaluate gender bias and new methods to miti-
gate it for both monolingual and bilingual embed-
dings and show that our methods effectively miti-
gate bias.

2 Related Work

Previous work has proposed definitions for gen-
der bias in English word embeddings. Boluk-
basi et al. (2016) define bias in English embed-
dings being that one word without gender infor-
mation in its definition shows an inclination to-
wards one gender. They define a gender direction
using the difference between male- and female-
definition word embeddings and show that occu-
pational words have different distances to “male”
or “female” on this direction. This is appropri-
ate for English as it does not distinguish between
the masculine and feminine forms for most nouns
but not applicable for gendered languages as men-
tioned earlier.

McCurdy and Serbeti (2017) examine grammat-
ical gender bias in word embeddings by comput-
ing the WEAT association score (Caliskan et al.,
2017) between gendered object nouns (e.g. moon-
sun) and gender-definition words. They also miti-
gate bias by lemmatization to remove gender in-
formation in corpora. However, we argue that
the association between gendered object nouns
with gender attributes should not be considered

as stereotypical bias since the association could
be caused by the morphological agreement instead
of stereotypes. Mitigation by completely remov-
ing gender information is also implausible as too
much information will be lost by lemmatization.

Others have also worked on measuring and re-
ducing gender bias in contextualized word embed-
dings (Zhao et al., 2019; May et al., 2019; Basta
et al., 2019), but they also focus on the English
monolingual embeddings in which the gender is
only expressed by the pronouns (Stahlberg et al.,
2007) while in morphologically rich languages,
nouns are assigned with a gender form such as
feminine and masculine (Corbett, 1991, 2006).

To mitigate gender bias in English, Zhao et al.
(2018b) mitigate bias by saving one dimension
of the word vector for gender. Bordia and Bow-
man (2019) proposes a regularization loss term for
word-level language models. Zhang et al. (2018)
use an adversarial network to mitigate bias in word
embeddings. All these approaches consider the
definition of gender bias from Bolukbasi et al.
(2016) and they still focus on English word em-
beddings. Moreover, Gonen and Goldberg (2019)
show that mitigation methods based on gender di-
rections are not sufficient, since the embeddings of
socially-biased words still cluster together.

When adopting the word embeddings in down-
stream taks, the output can also be biased (Zhao
et al., 2018a; Font and Costa-jussà, 2019). Be-
sides the gender bias in word embeddings, implicit
stereotypes have been shown in other real world
applications, such as online reviews (Wallace and
Paul, 2016), advertisement (Sweeney, 2013) and
web search (Kay et al., 2015). Dataset bias (Zhao
et al., 2017; Rudinger et al., 2017) and word em-
bedding bias (Bolukbasi et al., 2016; Caliskan
et al., 2017) both contribute to this problem while
this work focuses on the later part, specifically for
gendered languages.

3 Gender Bias Analysis and Mitigation

As mentioned earlier, gender information in Span-
ish is far different from that in English, so we can-
not directly adopt the gender direction from En-
glish embeddings based on previous work. In this
section, we will first describe our definition about
the gender directions in Spanish and by projecting
the masculine and feminine forms of same occu-
pation words to these directions, we show there is
gender bias in Spanish embeddings. In the end, we



Figure 1: Percentage of variance explained in PCA
of vector differences for gender-definition pairs when
constructing semantic gender direction.

propose methods to mitigate the bias.

3.1 Bias in Spanish Embeddings

Gender Directions in Spanish We define two
directions for gendered languages. One is for se-
mantic gender, which is used to measure the se-
mantically male or female inclination of the word.
The other is for grammatical gender, which is
used to capture the inherently carried gender at-
tribute of the word. We claim that the semantic
gender direction is enough for measuring bias in
English embeddings since English does not have
grammatical gender. But for languages like Span-
ish and French, the second type of gender direc-
tion is necessary. We also constrain that the two
directions are orthogonal to each other to better
distinguish between the two types of gender infor-
mation. For all nouns in gendered languages, we
do not take the inclinations along the grammatical
gender direction as bias and only focus on the bias
shown in the semantic gender.

Grammatical Gender Most or all nouns in gen-
dered languages are assigned with one gender
class. The number of grammatical gender classes
ranges from two to several tens (Corbett, 1991).
We focus on noun class systems where femi-
nine and masculine grammatical gender exist but
claim that our method can be generalized to lan-
guages where multiple gender classes exist like
German. Since most nouns are assigned only one
gender class, we cannot follow the previous ap-
proach to collect pairs of gendered words (e.g.,
“she” and “he”) and capture the grammatical gen-
der direction using principal component analysis
(PCA) (Jolliffe, 2011). We instead collect around

3000 common object nouns in the gendered lan-
guage that are grammatically masculine and 3000
that are feminine (data included in the supplemen-
tary materials). We use Linear Discriminant Anal-
ysis (LDA) (Fisher, 1936), a standard approach
for supervised dimension reduction, to learn the
grammatical gender direction ~dg from the col-
lected words. The model achieves an average ac-
curacy of 0.92 for predicting the grammatical gen-
der in Spanish and 0.83 in French with 5-fold
cross-validation. We also verify the computed di-
rection by using another classifier: linear SVM,
and find that the direction from SVM has a cosine
similarity of 0.99 with the direction from LDA.

Semantic Gender Similar to Bolukbasi et al.
(2016), we first define a gender direction by the
difference between male- and female-definition
word embeddings. We conduct PCA using gender-
definition pairs in gendered languages, e.g. “mu-
jer” (woman) and “hombre” (man) for Span-
ish. Figure 1 shows the percentage of variance
explained by each component for Spanish fast-
Text (Bojanowski et al., 2017) word embeddings
pre-trained on Wikipedia. The cosine similar-
ity between these two gender directions (~dPCA,
~dg) is 0.389, indicating these two directions are
overlapped to some extent. This result is rea-
sonable because some pairs of gender-definition
words are also marked with grammatical gender,
e.g. “mujer” is grammatically feminine and “hom-
bre” is grammatically masculine. Therefore, some
grammatical gender information is also included
in the semantic gender direction. To better distin-
guish between these two directions, we remove the
grammatical gender component in the computed
gender direction to make the semantic gender di-
rection ~ds orthogonal to the grammatical gender
direction:

~ds = ~dPCA −
〈
~dPCA, ~dg

〉
~dg,

where 〈~x, ~y〉 represents the inner product of two
vectors.

Quantification of Gender Bias With the gram-
matical gender and the semantic gender directions
defined, we can formally quantify gender bias in
gendered languages. We consider two types of
words in gendered languages. One is inanimate
nouns that have only one assigned grammatical
gender, like “agua” (water, feminine). The other is
animate nouns that have two grammatical gender



Figure 2: Projections of selected occupation words (enclosed in dotted lines) and common nouns in Spanish word
embeddings on grammatical and semantic directions with masculine nouns in blue and feminine nouns in red.

forms, like “doctor” (male doctor) and “doctora”
(female doctor). For inanimate nouns, we follow
the previous work’s approach to define the gender
bias as the component of the word on the calcu-
lated semantic gender direction. One important
difference from the previous approach is that we
use the semantic gender direction which is orthog-
onal to the grammatical gender to remove the ef-
fect of grammatical gender when quantifying bias.
We define the bias for inanimate nouns as:

bw =
〈
~w, ~ds

〉
,

where ~w is embedding for the target word. For an-
imate nouns, most of which are used to describe
people, we propose a new metric to quantify gen-
der bias. We define that there is gender bias in
the embeddings if two forms of the same word are
far from symmetric on the semantic gender direc-
tion with respect to an anchor point. The anchor
point represents the gender-neutral position on the
gender directions and a simple choice could be the
origin point on the axis defined by the semantic
gender direction. Let ~wf be the word in feminine
form, ~wm be the word in masculine form, and ~wa

be the anchor point. We define bias as:

bw =
∣∣∣〈~wm, ~ds

〉
+
〈
~wf , ~ds

〉
− 2

〈
~wa, ~ds

〉∣∣∣ .
Note that for most pairs,

〈
~wm, ~ds

〉
and

〈
~wf , ~ds

〉
have opposite signs, meaning that the two forms
lie on the opposite sides of the semantic gender
axis.

Intuitively, this measures how much we need to
move the pair of the words on the semantic gender

direction so that they are symmetric with respect
to the anchor point (gender-neutral position). If we
use the origin as anchor point, i.e.

〈
~wa, ~ds

〉
= 0,

the bias is just the absolute value of the sum of two
projections.

Visualizing and Analyzing Bias in Spanish We
use Spanish fastText (Bojanowski et al., 2017) em-
beddings pre-trained on Spanish Wikipedia and
bilingual word embeddings from MUSE (Conneau
et al., 2017) that aligns English and Spanish fast-
Text embeddings together in a single vector space.
To show bias in Spanish, we take the masculine
and feminine pairs of several occupational words
and project them on the gender directions we de-
fined above. We also project some other common
nouns with one gender form on the directions. We
enclose masculine and feminine forms of the occu-
pation words as well as the Spanish word for “he”
(“él”) and “she” (“ella”) by dotted blue and red
lines, respectively. Figure 2 shows that the Span-
ish word embeddings are biased from the follow-
ing analysis.

The masculine and feminine forms of the oc-
cupation words are on the opposite sides for both
directions. However, while their projections on
the grammatical gender direction are symmetric
with respect to the x-axis that indicates the neu-
tral grammatical gender position, but are largely
asymmetric with respect to the y-axis, i.e. the neu-
tral semantic gender position. Along the seman-
tic gender direction, occupation words in feminine
forms incline to the feminine more than the in-
clination of masculine forms to the opposite side.



This discrepancy shows the difference in the gen-
der information carried by the two forms of the
same words and conforms our definition for gen-
der bias in ES. Besides, we also find some inter-
esting cases like “él” (he) and “cientı́fica” (fem-
inine scientist) that are different from rest of the
words in their group. We speculate that their ex-
treme frequencies (too high or too low) lead to this
phenomena.

As for common nouns, we find that most com-
mon nouns lie in the middle on the semantic gen-
der direction, but words with different grammat-
ical gender are on different sides when projected
on the grammatical gender direction. Two ex-
ceptions are “perfume” (perfume, grammatically
masculine) and “flor” (flower, grammatically fem-
inine), which are leaning towards the feminine se-
mantic gender. This shows that the two directions
are able to distinguish between grammatical gen-
der and semantic gender in Spanish and provide a
way to measure two types of gender information.

3.2 Mitigation Methods

Mitigating English Before Alignment Al-
though mitigation methods for Spanish word em-
beddings are underexplored, many approaches
have been proposed for English and they could be
helpful for mitigating Spanish word embeddings.
The alignment for constructing bilingual word em-
beddings is based on EN-ES seed-lexicon (Con-
neau et al., 2017). The intuition of mitigating
gender bias in English before alignment is that it
could potentially align the Spanish words with the
less biased English embeddings and thus fix the
two gender forms of the Spanish terms in more
symmetric positions in the vector space. After
alignment, we can treat Spanish words in bilingual
word embeddings as our mitigated Spanish word
embeddings.

Shifting Along the Semantic Gender Direc-
tion The second method mitigates bias as a post-
processing step and extends the “hard-debiasing”
approach proposed by Bolukbasi et al. (2016). For
words that have two gender forms like occupation
terms, instead of zeroing the projection of gender-
neutral words on the gender direction, we want
them to be symmetric along the semantic gender
direction on opposite sides. We find an anchor
point that represents the gender-neutral position
and shift the two forms along the semantic gen-
der direction so that they have the same distance

to the anchor position. We consider two types of
anchor position: the zero point of the gender axis
and the projection of the mitigated English word
using “hard-debiasing” approach in the bilingual
word embeddings. Although Gonen and Goldberg
(2019) show that mitigating by moving on the gen-
der direction is not sufficient because words with
gender bias still tend to group together, we ar-
gue that for languages with grammatical gender,
grouping of masculine and feminine words does
not necessarily indicate bias and shifting words
on the semantic gender direction is able to reduce
gender bias.

4 Experiments

4.1 Evaluation Methods

Cross-lingual Analogy Task (CLAT) To better
evaluate the bias in Spanish, we propose a cross-
lingual word analogy task. The task follows the
format “a:b = c:?”. Specifically, given a pair of
English words (one can be either noun, adjective
or verb, and the other is an occupation word that
has been “debiased” in English word embeddings)
and the corresponding Spanish word, the task is to
predict the missing Spanish occupation word. This
task compares the masculine and feminine forms
of the occupation word in Spanish with the word
in English to see whether the embedding of one
form is closer to that in the mitigated English em-
beddings. We test around 50 analogy pairs and
collect the ranking difference between two forms
as well as the similarity scores. A larger gap be-
tween the two versions shows stronger bias in this
occupation.

Word Embedding Association Test (WEAT)
WEAT is developed by Caliskan et al. (2017) to
measure the association between two sets of tar-
get concepts and two sets of attributes. Let X and
Y be equal-size sets of target concept embeddings
and let A and B be sets of attribute embeddings.
Let cos(~a,~b) denote the cosine similarity for vec-
tors ~a and ~b. The test statistic is a difference be-
tween sums over the respective target concepts,

s(X,Y,A,B) =
∑
x∈X

s(x,A,B)−
∑
y∈Y

s(y,A,B)

where each addend is the difference between
mean cosine similarities of the respective at-



Original Shift (Ori) Shift (EN) De-Align De-Shift (Ori) De-Shift (EN)
CLAT–ASD 0.1244 0.1024 0.0978 0.0735 0.0642 0.0586
CLAT–ARD 17.8413 15.3968 14.8413 1.6984 1.6191 1.6191
WEAT–Male 0.4633 0.9245 0.9010 0.4633 0.9254 0.5699

WEAT–Female 1.3339 0.87272 0.8962 1.3339 0.8718 1.2273

Table 1: Results for different bias mitigation methods on two types of evaluation metrics. “CLAT” stands for
cross-lingual analogy task, “ASD” is the average similarity difference for masculine and feminine words, “ARD”
is the average ranking difference, “WEAT–Male” is the association of male occupation words with male-definition
terms subtracting that with female-definition, similarly for “WEAT–Female”, “Shift (Ori)” is the debiasing method
of shifting along the semantic gender direction with the zero point as anchors, similarly for “Shift (EN)”, which
treats the debiased EN counterparts as anchors, “De-Align” is first debias EN and then align, and “De-Shift (Ori)”
is the method combining first debiasing then align and shifting along semantic direction with the origin as anchor
as post-processing.

tributes (May et al., 2019),

s(w,A,B) =meana∈A cos(~w,~a)−

meanb∈B cos(~w,~b).

Since ES contains grammatical gender, mas-
culine words should be associated with male-
definition terms more than female-definition terms
and vice versa. Thus, we modify WEAT and com-
pare the association scores for masculine and fem-
inine occupation words with male and female at-
tribute words. We treat

∑
x∈X s(x,A,B) as the

association of target concept X with the attribute
and compare the absolute values for masculine and
feminine occupation words. If the difference is
large, then one set of words in one gender form
associates with that gender more than the other, in-
dicating the gap in gender information carried by
two forms.

4.2 Results

This section analyzes our experimental results on
the two evaluation methods before and after using
our mitigation approaches. We test “Mitigating-
First” and “Shifting” approaches introduced be-
fore. We also test the combination of the above
two approaches, i.e., we first mitigate English,
align English and Spanish, and shift words along
semantic gender direction as a post-processing
step. We consider both zero and mitigated English
words the neutral anchor position.

From Table 1, we can see that mitigating before
alignment (De-Align) can significantly shorten the
gap between two gender forms for the cross-
lingual analogy task, while shifting along the se-
mantic gender direction (Shift) is better at reduc-
ing the discrepancy in the WEAT association for

two gender forms. This is probably because that
aligning Spanish words with the mitigated English
words will make the two gender forms have sim-
ilar distances to the corresponding English word.
While shifting after alignment forces the embed-
dings of the two gender forms associate with each
gender concepts more equally. Overall the results
suggest that a combination of the two approaches
can benefit from both and (De-Shift (Ori)) can ef-
fectively mitigate the gender bias in ES or bilin-
gual word embeddings according to the two tasks
we consider.

5 Conclusion and Future Work

We conduct analysis and mitigation of gender bias
in Spanish and English-Spanish bilingual word
embeddings. We introduce new definitions to
measure and quantify bias in Spanish, analyze
phenomena for both grammatical and semantic
gender, and design methods to mitigate bias. We
show that the proposed method of combining mit-
igating before alignment and post-processing by
shifting along the semantic gender direction ef-
ficiently closes the gap between the two gender
forms in Spanish as well as English-Spanish bilin-
gual word embeddings.

Several directions for future work include test-
ing Spanish and English-Spanish bilingual word
embeddings on downstream tasks to measure bias
and also test the performance for mitigation meth-
ods. Moreover, one can extend our approach
to other languages with grammatical gender like
French or German.
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Word translation without parallel data. arXiv
preprint arXiv:1710.04087.

Greville G. Corbett. 1991. Gender. Cambridge Uni-
versity Press.

Greville G Corbett. 2006. Agreement, volume 109.
Cambridge University Press.

Ronald A Fisher. 1936. The use of multiple measure-
ments in taxonomic problems. Annals of eugenics,
7(2):179–188.
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